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Introduction
Altos S140 Failover Cluster Solution, based on Windows Server 2012, is made up of 2 individual Altos servers, so-called Nodes. Both of the nodes should at least be linked to a shared storage.

If one of the nodes failed, the remaining server can take over the tasks. The application which is being carried out on the failed node is then re-started on the second node.

All nodes can communicate with each other via the normal network (Public Network). It is possible to link the nodes with an additional network (Private Network). Acer recommends the user to use two interconnects, one public network for users access and another one private network for the inter-cluster communications.
Architecture Overview
Altos S140 (Dual port)
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	Two Altos Servers
	The two servers are the nodes in the Windows cluster environments.

	One Active Directory Domain Controller
	As Microsoft Cluster Server has to be implemented on Active Directory environment, you need to set up additional server that is installed with Windows Server 2012 and acts as Active Directory Domain Controller.

	One Altos S140 Storage
(Dual port)
	The storage for cluster application and data. The enclosure should be equipped with two RAID expanders.

	Two LSI Syncro CS 9286-8e RAID Card
	The RAID Card for connecting Altos Servers to Altos S140 storage. Each server is installed with one RAID Card.

	Network
	It is recommended the user to use two interconnects, one public network for users access and another one private network for the inter-cluster communications

	One Network Switch
	It is recommended to use Gigabit Ethernet switch.


Altos S140 (Single port)
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	Two Altos Servers
	The two servers are the nodes in the Windows cluster environments.

	One Active Directory Domain Controller
	As Microsoft Cluster Server has to be implemented on Active Directory environment, you need to set up additional server that is installed with Windows Server 2012 and acts as Active Directory Domain Controller.

	One Altos S140 Storage
(Single port)
	The storage for cluster application and data. The enclosure should be equipped with one RAID expander.

	Two LSI Syncro CS 9286-8e RAID Card
	The RAID Card for connecting Altos Servers to Altos S140 storage. Each server is installed with one RAID Card.

	Network
	It is recommended the user to use two interconnects, one public network for users access and another one private network for the inter-cluster communications

	One Network Switch
	It is recommended to use Gigabit Ethernet switch.


Hardware Configuration
Below are the example configurations of the Windows Server 2012 Failover Cluster solution.

Server #1 Configuration

	Model
	Altos R360 F2

	BIOS version
	01.06.0002

	BMC firmware
	1.17.4151

	Disk controller
	Onboard SAS controller

	Hard Disk
	1 x SATA/SAS HDD for OS installation

	Add-on RAID Card
	1 x Syncro CS 9286-8e


Server #2 Configuration

	Model
	Altos R360 F2

	BIOS version
	01.06.0002

	BMC firmware
	1.17.4151

	Disk controller
	Onboard SAS controller

	Hard Disk
	1 x SATA/SAS HDD for OS installation

	Add-on RAID Card
	1 x Syncro CS 9286-8e


Storage Configuration
	Model
	Altos S140

	RAID controller
	2 x RAID expander

	Hard Disks
	5 x 2.5” SATA/SAS HDD (up to 24 x 2.5” HDD)

	RAID Volumes
	RAID Volume #1: 2 x HDD as RAID 1

RAID Volume #2: 3 x HDD as RAID 5


RAID Card
	Model
	Syncro CS 9286-8e

	FW Version
	3.170.05-2458

	BIOS Version
	5.41.00

	FW Package
	23.6.0-0086


Beside above hardware configuration, the below hardware is required for the Windows Server 2012 Failover Cluster solution.

· 1 x Server for Windows Active Directory installation

· 1 x Gigabit Ethernet Switch
Software Requirements
Active Directory Domain Controller
The Active Directory Domain Controller is required for the Windows Server 2012 Failover Cluster solution.

RAID Card Drivers

	Device
	Version

	LSI Syncro CS 9286-8e
	6.700.5.0


RAID Card Software
	Software
	Version

	MagaRAID Storage Manager
	13.04.03.01


Server Installation
Preparation for Failover Cluster Service Installation

1. It is recommended the user to use two interconnects, one public network for users access and another one private network for the inter-cluster communications.

2. Please make sure Active Directory Domain Controller is running and  both servers have joined the Active Directory Domain prior to configuring Windows Failover Cluster service.

NOTE. The Windows Server 2012 Failover Cluster solution includes two individual servers, so please perform the installation procedure on both servers.

NOTE. Besides the nodes, the additional Active Directory Domain Controller is required in Windows Failover cluster environment. Please do not install  Active Directory on any nodes of Windows Failover Cluster.
Join Active Directory Domain

Please join the Active Directory Domain prior to configuring Windows failover cluster.
1. Right-click computer and select Properties.

2. Select Advanced system settings.
3. In the System Properties dialog-box, click Computer Name tab and then click Change.

4. Select Domain for “Member of” option.

5. Type in the name of the Domain. Click OK
6. Reboot the system to take effect.
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RAID Driver Installation
1. After Windows Server 2012 is installed, please update the driver for the RAID card manually.
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2. Right-clicking on the RAID card and select Update Driver Software.

3. At first page, select Browser my computer for driver software.
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4. Click on Browser to specify the path for the driver and click on Next. The driver of RAID card will be updated

RAID Utility Installation
1. Double-click on Setup.exe of RAID utility.
2. Accept the license and follow the instruction to install the RAID Utility. 
3. Reboot the system after the installation completed.

Enable Clustered RAID Controllers Support in Windows
Please follow the procedure to enable clustered RAID controllers support in clustered Windows servers.

NOTE. The “Enable Clustered RAID Controllers Support in Windows” procedure has to be performed on both of the servers.

1. Open Registry Editor  by typing in regedit.exe in command line

2. Locate the following registry sub-key:

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ClusDIsk\Parameters

3. Right-click on the Parameters key and then select New.

4. Select DWORD and give it a name of AllowBusTypeRAID.

5. Give it a value of 0x01 and click OK.

6. Exit the Registry editor.

7. Restart the computer.
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External SAS Cable Connection
Please refer to Altos S140 User Guide or Service Guide to connect the SAS cable between servers and Altos S140.

Storage Configuration
Since Altos S140 has no internal RAID controller, you have to configure the RAID volumes through the server in which SAS RAID card is installed. The way we use to configure the RAID volume is through RAID utility in Windows.

NOTE. You only need to configure the RAID volumes of the storage (i.e., Altos S140) from one of the servers. The other server will automatically detect the RAID volumes created on the storage.

NOTE. In order to setup Windows Failover Cluster solution, please create two RAID volumes at least. One RAID volume is used for quorum and the other one is used for share volume.
· The minimum size of Quorum Disk is 500MB.

Configure RAID Volume on Altos S140
1. On Server #1, please launch RAID utility (i.e. MegaRAID Storage Manager)
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2. Click the IP address linkage of the discovered server. Type in Windows user account and password to login.
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3. Click Logical tab. Then right-click the controller and select Create Virtual Drive.
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4. Click Advanced option for creation mode.
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5. Select the RAID level you desired. Then, select the drive you want to add to the RAID group and click Add.
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6. Click Create Drive Group. Then, click Next.
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7. Check echo setting of the virtual drive. Click Create Virtual Drive. 

NOTE. The “Provide Shared Access” option must to be checked.

NOTE. The minimum size of quorum disk is 500 MB. For example, we create a virtual drive in 2GB size for quorum disk.
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8. Type in the desired capacity to create virtual drive with the remaining space of the RAID group.

NOTE. Minimum two virtual drives are required to create Windows Failover Cluster. For example, we create totally 4 virtual drives here.
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9. Click Next.

10. You can create other virtual drive with the same way.

11. The virtual drives are created.
For example, four virtual drives created on the RAID group.
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12. Right-click the virtual drive you created and then select Start initialization to initialize the virtual drive.
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13. Click OK to complete virtual drive initialization.

NOTE. All virtual drives have to be initialized before it can be used.
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Format the RAID Volume on Altos S140
NOTE. Please configure disk (i.e. virtual drive exposed by Altos S140) in Windows to meet the follow requirements.

· Each disk contains only one disk partition. Don’t create more than one partition on the same disk.

· Keep the type of disks as Basic Disk.

· Format disks with NTFS file system.

NOTE. The “Format the Virtual Drive in Windows” procedure can be performed on either of the servers.

1. Launch Computer Management and then click Disk Management.
2. Right-click virtual drive to make it Online.
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3. Select Initialize Disk to initialize the virtual drive in Windows
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4. When ready, the virtual driver is recognized by the Window Server 2012 and their status is “Unallocated”
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5. Right-click the virtual drive and select New Simple Volume to partition the virtual drive.

NOTE. Please format the virtual drive with NTFS file system.
NOTE. Please do not create more than one partition on the each virtual drive.
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Windows Server 2012 Failover Cluster Installation
This section introduces the configuration procedure of Windows Server 2012 Failover Cluster solution.

NOTE. Please make sure you have updated Windows registry by following the procedure in above “Enable Clustered RAID Controllers Support in Windows” section
Add Failover Cluster Feature
NOTE. The “Add Failover Cluster feature” procedure has to be performed on both of the servers.

1. In Server Manager, please click Add Roles and Features.
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2. In Select features step, please select Failover Clustering and then click Next.
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3. Follow the instruction to complete the installation.

4. When the installation completed, the Failover Cluster Manger utility is available Administrative Tools in Server Manger.
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Failover Cluster Service Configuration
NOTE. The “Failover Cluster Service Configuration” procedure can be performed on either of the servers.

1. Power on Altos S140

2. Power on all of servers

3. Launch the Failover Custer Manager utility.

NOTE. You could launch the Failover Cluster Manager utility on any Windows Server 2012 server in which the Failover Clustering feature is added in the same domain.
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4. Right-click Failover Fluster Manager and then select Create Cluster.
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5. The Create Cluster Wizard is pop-up.
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6. Type in the hostname of the server you want to do failover clustering. Then, click Browse. You can click Check Name in Select Computers dialog-box to validate the server and add it.
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7. Please select Yes. When I click Next, run configuration validation tests, and then return to the process of creating the cluster option to validate the failover cluster environment.
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8. The Validate a Configuration Wizard is pop-up.
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9. Select Run all tests (recommended) option. 

[image: image33.png]Testing Options

Before You Begin

Confimation
Validating

Summary

Chosse betuween unning altests ot runring sefected ests

The tests exaine the Cluster Corfiguralion, Hyper® Configuation, Inventory, Network, Storage, and
System Configuration.

Mictosoftsupports  cluster solton oriy if the complete configuraton (servers, network, and storage] can

pass al test n this wizard,In addifian, al harduare camponents nthe cluste soltion st be "Certied
for Windaws Server 2012 Release Candidate.”

Flun alltests (recommended)

Flun orly tests | select




10. Click Next to start validation.
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11. When the test is complete, you can click View Report to check the details. Please fix the error if any found. Click Finish.

NOTE. “Error” item has to be solved before you can process the next step to setup failover cluster.

NOTE. “Warning” item would not prevent you from setup the failover cluster. However, it is better to pay attention to check what caused the test item “warning”.
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12. When validation test is complete, it will return to Create Cluster Wizard if no error found.  Please type in the name of the cluster and the administrative IP address.
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13. Click Next to start cluster creating.  
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14. Cluster creating is complete. Please click Finish.

Tips: You can click View Report to check the details.  
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15. The failover cluster is created and listed in Failover Cluster Manger
[image: image40.png]=
File

|

5 Failover Cluster Manager
.
5 Roles
4 5 Nodes
Y
32
4 Storage
3 Disks
B Pools
4 T3 Networks
3 Cluster Network 1
Cluster Events

Action

View Help

Cluster acerCluster.hasec.com &

Summary of Cluster acerCluster

acerCluster has 0 custered oles and 2 nads.
Networks: Cluster Network 1
Subnets: 11Pvd and 01Pv6

Name: acerCluster ha.sec.com
Current Host Server: s1
 Node Majority

None in the st hour

Quorum Configurat

Recent Cluster Events

4 Configure

Configure figh avaiabiyfo a specifc clustered ole, add are or more servers (nodes) o migrate services and appications from a clster runring Windows Server 2012 Release:
Candidate, Windows Server 2008 R, or Windows Server 2008

Corfiaue Bok [l Contnuing ols o bich avsisbity

Validate Cluster, Understanding cluser vaidaton tests

‘AddNode ‘Ading  servet to vou custer
Migote Fols Misating a clste from Windows Server 2012 Felease Candidete, Windows Server 2008 R2. or Windows Server 2008

Clusterware Updating ‘Apphing software updetes o the nades inthe clster

4 Navigate

[#] Boles [#] Nodes
[#] Stoage [#] Networks
7 ClusterEveris

4 Cluster Core Resources

Name Stats

Cluster Name.

O Name: acerClster

® orive

Configure Role.

Valdate Cluste,
ViewValidtion Repart
Add Node,

Close Connection

Reset Recent Events

BY W

More Actons ,
View ,

@ Refresh

[ Properties

B e

|

ring Online
Take Offne

Show Criical Events

Mare Actions »

Properties

[SHEN Rl

Help





Now, Windows Server 2012 Failover Cluster is ready.

NOTE. You could launch the Failover Cluster Manager utility on any Windows Server 2012 server in which the Failover Clustering feature is added in the same domain.

Windows Server 2012 Failover Cluster supports following role with high availability. Please configure the role with Failover Cluster Manager.
· DFS Namespace Server

· DHCP Server

· Distributed Transaction Coordinator (DTC)

· File Server

· Generic Applicaiton

· Generic Script

· Generic Service

· Hyper-V Replica Broker

· iSCSI Target Server

· iSNS Server

· Message Queuing

· Other Server

· Virtual Machine

· WINS Server
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